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Abstract

In this paper, we consider the multi-symplectic Runge–Kutta (MSRK) methods applied to the nonlinear Dirac equa-
tion in relativistic quantum physics, based on a discovery of the multi-symplecticity of the equation. In particular, the
conservation of energy, momentum and charge under MSRK discretizations is investigated by means of numerical
experiments and numerical comparisons with non-MSRK methods. Numerical experiments presented reveal that
MSRK methods applied to the nonlinear Dirac equation preserve exactly conservation laws of charge and momentum,
and conserve the energy conservation in the corresponding numerical accuracy to the method utilized. It is verified
numerically that MSRK methods are stable and convergent with respect to the conservation laws of energy, momentum
and charge, and MSRK methods preserve not only the inner geometric structure of the equation, but also some crucial
conservative properties in quantum physics. A remarkable advantage of MSRK methods applied to the nonlinear Dirac
equation is the precise preservation of charge conservation law.
� 2005 Elsevier Inc. All rights reserved.
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1. Introduction

As well known, the Dirac equation is the most important mathematical model in relativistic quantum
physics. Some authors have considered numerical methods for solving the equation, such as spectral
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methods (see [5]) and finite difference methods including conservative type methods (see [1–3]). Recently,
the multi-symplectic methods have been proposed and investigated for some important Hamiltonian partial
differential equations (HPDEs), such as Schrödinger equations [15], KdV equations [15], etc. Some basic
results on the methods have been presented. The theoretical framework on generalizing symplectic integra-
tors of Hamiltonian systems to multi-symplectic integrators of HPDEs is established in [4,13,14] and ref-
erences therein. In [16,17,19], the multi-symplecticity of Gauss–Legendre methods is proven, and the
backward error analysis is considered. The classical conservative properties of multi-symplectic methods
are investigated in [8,9,11,12]. In particular, it is shown in [18] that a standard second-order finite difference
uniform space discretization of the semilinear wave equation with periodic boundary conditions, analytic
nonlinearity, and analytic initial data conserves momentum up to an error which is exponentially small in
the stepsize. In [9], it is shown that the MSRK methods applied to the nonlinear Dirac equations are stable
and convergent with respect to the conservation laws of energy, momentum and charge. Based on the the-
oretical results presented in [9], in this paper we introduce and numerically investigate some properties of
MSRK methods applied to the Dirac equations. In particular, we pay our attention to the preservation of
classical conservative properties which is crucial in the numerical study of quantum physics. This paper is
organized as follows, in the rest of this section, we introduce (1 + 1)-dimensional nonlinear Dirac equation
and the charge conservation law; we propose the multi-symplecticity and energy, and momentum conser-
vation laws of the equation in Section 2; in Section 3, we recall the definition of multi-symplectic discret-
ization for the general HPDEs, and present the condition of multi-symplecticity of Runge–Kutta
discretization for HPDEs which has been proven in [6], and state some basic properties of MSRK methods
for HPDEs; in Section 4, we restate some results (in [9]) on the discrete charge conservation law, error esti-
mates of energy conservation and momentum conservation for nonlinear Dirac equations under MSRK
discretization; numerical experiments and numerical comparisons between a MSRK method and a non-
MSRK method are presented in Section 5. The conclusion of this paper is given in Section 6.

We consider (1 + 1)-dimensional nonlinear Dirac equation:
wt ¼ Awx þ if ðjw1j
2 � jw2j

2ÞBw;
w1ðx; 0Þ ¼ /1ðxÞ; w2ðx; 0Þ ¼ /2ðxÞ;

(
ð1:1Þ
where w = (w1,w2)
T is a spinorial wave function, which describes a particle with the spin- 1

2
; w1 and w2 are

complex functions, which describe the up and down states of the spin- 1
2
particle, respectively, each of them

has two components, denoted by the real and imaginary parts of the complex function, respectively (for
more details, see [1–3,5]); i ¼

ffiffiffiffiffiffiffi
�1

p
is the imaginary unit, f(s) is a real function of a real variable s, A

and B are matrices
A ¼
0 �1

�1 0

� �
; B ¼

�1 0

0 1

� �
;

the initial function / = (/1,/2)
T is sufficiently smooth.

Since a spin- 1
2
particle has not only the information of energy and momentum, but also the probability

information. The concept of probability is derived from the quantum theory. In this context, the charge (the
probability information) Q, the linear momentum P and the energy ~E are given by:
QðwÞðtÞ ¼
R
Rðjw1ðx; tÞj

2 þ jw2ðx; tÞj
2Þ dx;

PðwÞðtÞ ¼
R
R Ið �w1

o
oxw1 þ �w2

o
oxw2Þ dx;

~EðwÞðtÞ ¼
R
RðIð �w1

o
oxw2 þ �w2

o
oxw1Þ þ ~f ðjw1j

2 � jw2j
2ÞÞ dx;

8><
>: ð1:2Þ
respectively, where IðuÞ and �u denote the imaginary part and the conjugate of the complex u, respectively,
~f is a primitive function of f, namely
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~f ðsÞ ¼
Z s

0

f ðsÞ ds.
In this paper, we will focus on an important particular case of (1.1):
ow1

ot þ
ow2

ox þ imw1 þ 2ikðjw2j
2 � jw1j

2Þw1 ¼ 0;
ow2

ot þ
ow1

ox � imw2 þ 2ikðjw1j
2 � jw2j

2Þw2 ¼ 0;

(
ð1:3Þ
that is,
f ðsÞ ¼ m� 2ks
in (1.1), where m and k are real constants. The results obtained can be easily extended to the general case
(1.1).

Proposition 1.1. If the solution w of the Dirac equation (1.3) satisfies
lim
jxj!þ1

jwðx; tÞj ¼ 0; uniformly for t 2 R; ð1:4Þ
then
QðwÞðtÞ ¼ Qð/Þ; ð1:5Þ
where
Qð/ÞðtÞ ¼
Z
R
ðj/1j

2 þ j/2j
2Þ dx. ð1:6Þ
Proof. Differentiating the first equation of (1.2) with respect to t, we have
d

dt
QðwÞ ¼

Z
R

�w1

o

ot
w1 þ w1

o

ot
�w1 þ �w2

o

ot
w2 þ w2

o

ot
�w2

� �
dx. ð1:7Þ
From the first equation of (1.3), it follows that
�w1

o

ot
w1 þ w1

o

ot
�w1 ¼ � �w1

ow2

ox
� w1

o �w2

ox
. ð1:8Þ
Similarly, by using the second equation of Eq. (1.3), we have
�w2

o

ot
w2 þ w2

o

ot
�w2 ¼ � �w2

ow1

ox
� w2

o �w1

ox
. ð1:9Þ
Substituting (1.8) and (1.9) into (1.7) leads to (1.5). The proof is finished. �

The Dirac equation can be deduced from the time-dependent Schrödinger equation, |w1|
2 and |w2|

2

represent the probability density of the particle being in the two states, respectively, the charge conservation
law represents the probability conservation, it is an important conservative quantity in quantum physics.
2. Multi-symplecticity of the Dirac equation

In this section, we describe the multi-symplectic structure, the energy conservation law and the momen-
tum conservation law of the nonlinear Dirac equation (1.3). We rewrite the complex two-component
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spinorial wave function as real four-component form, that is, let w1 = p1 + iq1, w2 = p2 + iq2. Here, pk and
qk are real functions (k = 1, 2) as required above. Now replacing wk in (1.3) by pk and qk, leads to:
op1
ot þ

op2
ox � mq1 � 2kðp22 þ q22 � p21 � q21Þq1 ¼ 0;

oq1
ot þ

oq2
ox þ mp1 þ 2kðp22 þ q22 � p21 � q21Þp1 ¼ 0;

op2
ot þ

op1
ox þ mq2 þ 2kðp22 þ q22 � p21 � q21Þq2 ¼ 0;

oq2
ot þ

oq1
ox � mp2 � 2kðp22 þ q22 � p21 � q21Þp2 ¼ 0.

8>>>><
>>>>:

ð2:1Þ
We find that (1.3) can be written as
Mzt þ Kzx ¼ rzSðzÞ ð2:2Þ

with the state variable z = (p1,q1,p2,q2)

T, here we use the real vector function z to substitute the complex
wave function w for latter discussions. M and K are skew-symmetric matrices,
M ¼

0 1 0 0

�1 0 0 0

0 0 0 1

0 0 �1 0

0
BBB@

1
CCCA; K ¼

0 0 0 1

0 0 �1 0

0 1 0 0

�1 0 0 0

0
BBB@

1
CCCA;
and S: R4 ! R is a smooth function,
SðzÞ ¼ 1

2
ðkðp21 þ q21 � p22 � q22Þ � mÞðp21 þ q21 � p22 � q22Þ.
In terms of (1.1), we can get the initial condition
zf ðxÞ ¼ zðx; 0Þ ¼ ð/11ðxÞ;/12ðxÞ;/21ðxÞ;/22ðxÞÞ
T
; ð2:3Þ
where /1(x) = /11(x) + i/12(x), /2(x) = /21(x) + i/22(x).
According to [4,19] and references therein, the above system (2.2) is called multi-symplectic Hamiltonian

system, because it has a multi-symplectic conservation law
ox
ot

þ oj
ox

¼ 0; ð2:4Þ
where x and j are pre-symplectic forms,
x ¼ 1

2
dz ^M dz and j ¼ 1

2
dz ^ K dz. ð2:5Þ
The system has an energy conservation law (ECL)
oE
ot

þ oF
ox

¼ 0 ð2:6Þ
with energy density
E ¼ SðzÞ � 1

2
zTKzx
and energy flux
F ¼ 1

2
zTKzt.
From the energy formula in (1.2) and comparing with the energy density given here, it follows that
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I �w1

o

ox
w2 þ �w2

o

ox
w1

� �
þ ~f ðjw1j

2 � jw2j
2Þ ¼ �2E;
that is,
~EðwÞðtÞ ¼ �2

Z
R
Eðzðx; tÞÞ dx. ð2:7Þ
The system has also a momentum conservation law (MCL)
oI
ot

þ oG
ox

¼ 0 ð2:8Þ
with momentum density
I ¼ 1

2
zTMzx
and momentum flux
G ¼ SðzÞ � 1

2
zTMzt.
Similarly, corresponding to the linear formula given in (1.2), we obtain
I �w1

o

ox
w1 þ �w2

o

ox
w2

� �
¼ 2I ;
namely
PðwÞðtÞ ¼ 2

Z
R
Iðzðx; tÞÞ dx. ð2:9Þ
Three conservation laws (2.4), (2.6) and (2.8) are the local properties which hold for any multi-symplectic
system (see [4]), in general, they could not provide more information on the global properties of the system.
Under appropriate assumptions, it is possible to gain the global conservation laws corresponding to the
local conservative properties.

Proposition 2.1. Under the assumptions of Proposition 1.1, and if
lim
jxj!þ1

joxwðx; tÞj ¼ 0 uniformly for t 2 R; ð2:10Þ
then the system (1.3) has two conservation laws:
PðwÞðtÞ ¼ Pð/Þ; ð2:11Þ
~EðwÞðtÞ ¼ ~Eð/Þ ð2:12Þ
on the linear momentum and the energy as mentioned in Section 1, respectively, where:
Pð/ÞðtÞ ¼
Z
R
I �/1

o

ox
/1 þ �/2

o

ox
/2

� �
dx; ð2:13Þ

~Eð/ÞðtÞ ¼
Z
R

I �/1

o

ox
/2 þ �/2

o

ox
/1

� �
þ ~f ðj/1j

2 � j/2j
2Þ

� �
dx. ð2:14Þ
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Proof. We integrate (2.6) over R, then
Z
R

oE
ot

þ oF
ox

� �
dx ¼ 0. ð2:15Þ
(2.2) implies that
zt ¼ M�1ðrzSðzÞ � KzxÞ ¼ �MrzSðzÞ þMKzx; ð2:16Þ
since $zS(z) is a vector function, each of whose entries is a multivariable polynomial with the degree 3, un-
der the assumptions of this proposition, it is concluded that
lim
jxj!þ1

rzSðzÞ ¼ 0 and lim
jxj!þ1

zx ¼ 0. ð2:17Þ
Therefore, (2.16) and (2.17) imply
lim
jxj!þ1

zt ¼ 0. ð2:18Þ
The left term of (2.15) can be written as
Z
R

oE
ot

þ oF
ox

� �
dx ¼ d

dt

Z
R
E dxþ 1

2
zTKzt

� �����
þ1

�1
¼ d

dt

Z
R
E dx. ð2:19Þ
Combining (2.7), we find that d
dt
~EðwÞðtÞ ¼ 0, which shows that (2.12) holds, namely, we have obtained the

energy conservation law. Similarly, combining (2.9) and the local momentum conservation law (2.8), the
momentum conservation law can be obtained. This completes the proof. h

Because numerical methods should preserve characteristic properties and inner structures (symmetries)
of original system as much as possible, it would be very important to find more numerical methods which
preserve multi-symplectic conservation law (2.4) for Hamiltonian systems (2.2).
3. Multi-symplectic Runge–Kutta methods

In this section, we introduce multi-symplecticity of numerical methods and recall the condition of multi-
symplecticity of Runge–Kutta discretization for general HPDEs and some known results. In order to
process the numerical discretization, we introduce a uniform grid [10] (xj,tk)2R2 with mesh-length Dt in
the t-direction and mesh-length Dx in the x-direction, and denote the value of the function w(x,t) at the
mesh point (xj,tk) by wk

j . Eq. (2.2) and the multi-symplectic conservation law (2.4) can be, respectively,
schemed numerically as:
Moj;kt zkj þ Koj;kx zkj ¼ ðrzSðzÞÞkj ; ð3:1Þ
o
j;k
t xk

j þ o
j;k
x jk

j ¼ 0; ð3:2Þ
where ðrzSðzÞÞkj ¼ ðrzSðzkj ÞÞ,
x ¼ 1

2
ðdzÞkj ^MðdzÞkj and j ¼ 1

2
ðdzÞkj ^ KðdzÞkj ;
where oj;kt and oj;kx are discretizations of the partial derivatives ot and ox, respectively.
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Definition 3.1. The numerical scheme (3.1) of (2.2) is said to be multi-symplectic if (3.2) is a discrete
conservation law of (3.1).

In [19], Reich shows that the Gauss–Legendre discretization applied to the scalar wave equation (and
Schrödinger equation) both in time and space direction, leads to a multi-symplectic integrator (also see
[11]). Hong et al. [6] presents the condition of multi-symplecticity of Runge–Kutta methods and parti-
tioned Runge–Kutta methods for the general Hamiltonian partial differential equations in the form
(2.2).

Now we recall the characterization of multi-symplectic Runge–Kutta methods for the general Hamilto-
nian partial differential equations in the form (2.2). To simplify notations, let the starting point
(x0,t0) = (0,0). Applying r-stage and s-stage RK methods to the multi-symplectic system (2.2) in the t-
direction and x-direction, respectively, we have the following:
Zk
m ¼ z0m þ Dt

Pr
j¼1

akjotZj
m;

z1m ¼ z0m þ Dt
Pr
k¼1

bkotZk
m;

Zk
m ¼ zk0 þ Dx

Ps
n¼1

~amnoxZk
n;

zk1 ¼ zk0 þ Dx
Ps
m¼1

~bmoxZk
m;

MotZk
m þ KoxZk

m ¼ rzSðZk
mÞ;

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

ð3:3Þ
here, we made use of the following notations: Zk
m � zðcmDt; dkDxÞ, z0m � zðcmDx; 0Þ, otZk

m � otzðcmDx; dkDtÞ,
oxZk

m � oxzðcmDx; dkDtÞ, z1m � zðcmDx;DtÞ, zk0 � zð0; dkDtÞ, zk1 � zðDx; dkDtÞ, and
cm ¼
Xs

n¼1

~amn; dk ¼
Xr

j¼1

akj.
The variational equation corresponding to (3.3) is:
dZk
m ¼ dz0m þ Dt

Pr
j¼1

akj dðotZÞjm;

dz1m ¼ dz0m þ Dt
Pr
k¼1

bk dðotZÞkm;

dZk
m ¼ dzk0 þ Dx

Ps
n¼1

~amn dðoxZÞkn;

dzk1 ¼ dzk0 þ Dx
Ps
m¼1

~bm dðoxZÞkm;

M dðotZÞkm þ K dðoxZÞkm ¼ DzzSðZk
mÞ dZk

m;

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

ð3:4Þ
where we use the abbreviations, dZk
m denotes ðdZÞkm, dðotZÞ

k
m denotes ðdðotZÞÞkm and so on.

Based on the discrete formula (3.2) of the multi-symplectic conservation law, we consider the multi-
symplecticity of Runge–Kutta methods. Making use of the variational equation (3.4), after a tedious
calculation, we have
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Dx
Xs

m¼1

~bmðdz1m ^Mdz1m � dz0m ^Mdz0mÞ þ Dt
Xr

k¼1

bkðdzk1 ^ Kdzk1 � dzk0 ^ Kdzk0Þ

¼ DxDt2
Xs

m¼1

~bm
Xr

k¼1

Xr

j¼1

ðbkbj � bkakj � bjajkÞdðotZÞkm ^M dðotZÞjm

þ Dx2Dt
Xr

k¼1

bk
Xr

k¼1

Xr

j¼1

ð~bm~bn � ~bm~amn � ~bn~anmÞdðoxZÞkm ^ K dðoxZÞkn;
hence we derive the following theorem (for more details of the proof, see [6,19]).

Theorem 3.2. [6] If the method (3.3) satisfies the following coefficient conditions:
bkbj � bkakj � bjajk ¼ 0;

~bm~bn � ~bm~amn � ~bn~anm ¼ 0

(
ð3:5Þ
for all k,j = 1,2, . . . ,r and m,n = 1, . . . ,s, then (3.3) is multi-symplectic with the discrete multi-symplectic con-

servation law
Dx
Xs

m¼1

~bmðx1
m � x0

mÞ þ Dt
Xr

k¼1

bkðjk
1 � jk

0Þ ¼ 0; ð3:6Þ
where x1
m ¼ 1

2
dz1m ^Mdz1m, j

k
1 ¼ 1

2
dzk1 ^ Kdzk1, x

0
m ¼ 1

2
dz0m ^Mdz0m, j

k
0 ¼ 1

2
dzk0 ^ Kdzk0.

Theorem 3.2 tells us that the symplectic Runge–Kutta discretization applied to the Hamiltonian par-
tial differential equation (2.2) in both time and space direction, leads to a multi-symplectic integrator.
For any HPDE, there are three local conservation laws, (2.4), (2.6) and (2.8). Eq. (3.6) in Theorem 3.2
is the discrete analogue of (2.4).

Now there is a natural question: Do MSRK methods preserve (2.6) and (2.8) in the sense of the

corresponding discretization? Reich [19] shows that Gauss–Legendre schemes preserve exactly both of
the energy conservation law and the momentum conservation law for the linear wave equation, and
numerical experiments therein show that Gauss–Legendre methods, for nonlinear wave equations,
preserve the conservation laws of energy and momentum in a good approximation. Bridges and Reich
[4] show that if S(z) is quadratic in z, then the multi-symplectic box scheme conserves exactly the con-
servation laws of local energy and local momentum. Islas et al. [11] show that the multi-symplectic box
schemes can give good approximations of the discrete energy and discrete momentum, respectively, for
the nonlinear Schrödinger equation. Hong et al. [6] give the following result.

Theorem 3.3. [6] For any general multi-symplectic system, if SðzÞ ¼ 1
2 z

THz, where H is any symmetric matrix,

and the coefficient matrices of RK methods A = (akj)r· r and ~A ¼ ð~amnÞs�s in (3.3) satisfying (3.5) are invertible,
then the method (3.3) has a discrete energy conservation law
Dx
Xs

m¼1

~bm Eðz1mÞ � Eðz0mÞ
� �

þ Dt
Xr

k¼1

bk F ðzk1Þ � F ðzk0Þ
� �

¼ 0
and a discrete momentum conservation law
Dx
Xs

m¼1

~bm Iðz1mÞ � Iðz0mÞ
� �

þ Dt
Xr

k¼1

bk Gðzk1Þ � Gðzk0Þ
� �

¼ 0.
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4. The statement of discrete conservative properties

In [9,12,16,17], discrete conservative properties of some multi-symplectic integrators have been investi-
gated. When a MSRK method is applied to the nonlinear Dirac equations, an important problem is, does it
preserve the physical conservative properties, such as conservation laws of charge, energy and momentum in the
global sense ((2.12), (2.11) and (1.5), respectively), of the equation? In this section, we recall some results pre-
sented in [9] which solve the above problem. In what follows, we assume that the Runge–Kutta methods
considered are solvable, and satisfy the condition (3.5) of multi-symplecticity.

Now we replace the whole real spatial region R by a finite interval [�L/2,L/2]. An initial condition is
taken as
zðx; 0Þ ¼ zf ðxÞ;

where zf(x) is the same as (2.3). The investigation of the global conservation properties requires that zf(x)
satisfies periodic boundary condition on the interval [�L/2,L/2], namely zf(�L/2) = zf(L/2). The consistent
periodic boundary condition is given by
zð�L=2; tÞ ¼ zðL=2; tÞ or zð�L=2; tÞ ¼ zðL=2; tÞ ¼ zbðtÞ;

where zb(t) is a known real-valued and sufficiently smooth vector function. Set the spatial points
xl = �L/2 + lL/N, l = 0,1, . . . ,N. Let the starting time point t0 = 0, and let s = Dt and h = Dx = L/N
be the time step and spatial step, respectively, we rewrite the Runge–Kutta method (3.3) over all spatial
points as follows:
Zk
l;m ¼ z0l;m þ s

Pr
j¼1

akjotZ
j
l;m;

z1l;m ¼ z0l;m þ s
Pr
k¼1

bkotZk
l;m;

Zk
l;m ¼ zkl;0 þ h

Ps
n¼1

~amnoxZk
l;n;

zklþ1;0 ¼ zkl;0 þ h
Ps
m¼1

~bmoxZk
l;m;

MotZk
l;m þ KoxZk

l;m ¼ rzSðZk
l;mÞ;

8>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>:

ð4:1Þ
where k = 1, . . . ,r, m = 1, . . . ,s, l = 0,1, . . . ,N � 1, Zk
l;m � zððlþ cmÞh; dksÞ, z0l;m � zððlþ cmÞh; 0Þ, zkl;0 �

zðlh; dksÞ and so on.

4.1. The discrete charge conservation law of MSRK methods

It follows from Proposition 1.1 that the charge conservation law of the Hamiltonian PDE (2.2) is the
following:
QðzÞðtÞ ¼ Qðzf Þ; ð4:2Þ
where QðzÞðtÞ ¼
R L=2
�L=2 zðx; tÞ

Tzðx; tÞ dx and Qðzf Þ ¼
R L=2
�L=2 zf ðxÞ

Tzf ðxÞ dx.
The conservation of quadratic invariants under the numerical discretization is very important. As

well known, in the case of Hamiltonian ODEs symplectic integrators, in general, may not preserve qua-
dratic invariants [20]. The invariance of (4.2) under MSRK discretization is stated in the following
result.
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Theorem 4.1. [9] The RK method (3.3) satisfying (3.5) has the following discrete charge conservation law
h
XN�1

l¼0

Xs

m¼1

~bm Qeðz1l;mÞ � Qeðz0l;mÞ
� �

¼ 0; ð4:3Þ
where Qe(z) = zTz.

This result reveals the stability of MSRK methods applied to the nonlinear Dirac equation in the sense
of the charge conservation law (4.2), and ensures that, in the numerical implementation, the normalization
of quantum physics is preserved exactly by the MSRK methods.

4.2. The errors of discrete energy and discrete momentum of MSRK methods

Neglecting the integral coefficients �2 and 2 in (2.7) and (2.8), respectively, the corresponding total en-
ergy to (2.7) is denoted by
ELðtÞ ¼
Z L=2

�L=2
Eðzðx; tÞÞ dx ð4:4Þ
and the corresponding total momentum to (2.9) by
ILðtÞ ¼
Z L=2

�L=2
Iðzðx; tÞÞ dx. ð4:5Þ
Now we integrate the energy conservation law (2.6) over the local domain, namely
Z h

0

½Eðzðx; sÞÞ � Eðzðx; 0ÞÞ� dxþ
Z s

0

½F ðzðh; tÞÞ � F ðzð0; tÞÞ� dt ¼ 0. ð4:6Þ
Corresponding to the RK method (3.3), we use a discrete form
Ele ¼
D h

Xs

m¼1

~bmðEðz1mÞ � Eðz0mÞÞ þ s
Xr

k¼1

bkðF ðzk1Þ � F ðzk0ÞÞ ð4:7Þ
to approximate the left side of (4.6). The following result reveals the preservation of (4.6) when the MSRK
methods are applied to the nonlinear Dirac equations.

Theorem 4.2. [9] If the matrices of RK methods in (3.3) satisfying (3.5) are invertible and the solution z, otz
and oxz are bounded, then for the method (3.3), the error of the local discrete energy conservation law satisfies
jElej 6 Cs3h ð4:8Þ

for sufficiently small s and h, where the constant C is independent of s and h.

According to (2.12) in Proposition 2.1 and (2.7), we have the total energy conservation law
d

dt
ELðtÞ ¼ 0.
Corresponding to the RK discretization (4.1), we define the discrete total energy at time ti as
Ed
L

� �i ¼ h
XN�1

l¼0

Xs

m¼1

~bmEðzil;mÞ;
where zil;m � zðlhþ cmh; isÞ and i is a non-negative integer.
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Theorem 4.3. [9] Under the assumptions of Theorem 4.2, the local error of the discrete total energy

conservation law satisfies
jEtej ¼
D j Ed

L

� �1 � Ed
L

� �0j 6 Cs3 ð4:9Þ
for sufficiently small s and h, where the constant C is independent of s and h.

Theorem 4.4. [9] Under the assumptions of Theorem 4.2, for T > 0, there exists a s0 > 0 and an h0 > 0, such

that for s < s0 and h < h0, the global error of the discrete total energy law satisfies
j Ed
L

� �n � Ed
L

� �0j 6 Cs2 uniformly for ns 6 T ; ð4:10Þ
where the constant C is independent of s, h and T.

It is shown in [18] that on uniform grid of the spatial discretization, the interpolate momentum satisfies
an exponential estimate. The result restated here is on the error estimate of total momentum for MSRK
methods of the Dirac equation. As discussed in the above energy analysis, we start with the local momen-
tum conservation law first. It follows from (2.8) that
Z h

0

½Iðzðx; sÞÞ � Iðzðx; 0ÞÞ� dxþ
Z s

0

½Gðzðh; tÞÞ � Gðzð0; tÞÞ� dt ¼ 0. ð4:9Þ
We define
Mle ¼ h
Xs

m¼1

~bmðIðz1mÞ � Iðz0mÞÞ þ s
Xr

k¼1

bkðGðzk1Þ � Gðzk0ÞÞ ð4:11Þ
as the discrete form of the left side of (4.9). Similar to Theorem 4.2, we have

Theorem 4.5. [9] Under the assumptions of Theorem 4.2, the following estimation
jMlej 6 Csh3 ð4:12Þ

holds for sufficiently small s and h, where the positive constant C is independent of z, otz, oxz, and S.

Similarly to the above discussion on total energy conservation law, combining (2.7) and (2.11) in Prop-
osition 2.1, we have the total momentum conservation law
d

dt
ILðtÞ ¼ 0.
We define the discrete total energy at time ti as
Id
L

� �i ¼ h
XN�1

l¼0

Xs

m¼1

~bmIðzil;mÞ.
As mentioned in the above, Oliver et al. [18] gives an exponential estimate for the total momentum of the
semilinear wave equations. From Theorem 4.5, it follows that the local and global errors of the discrete
total momentum for nonlinear Dirac equations is of order Oðsh2Þ and Oðh2Þ, respectively, under the
Runge–Kutta discretization.
4.3. The error estimates of the discrete conservation laws for a non-multi-symplectic method

In this section, we give some theoretical results on the numerical characters of a second-order non-multi-
symplectic method TT2 (see Section 5 for more details), and we only focus on the error estimates of discrete
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conservation laws. The TT2 has no discrete charge conservation law. Analogous to the discussion in The-
orem 4.1, we deduce the following error estimates.

Theorem 4.6. [9] Under the same boundedness assumptions as in Theorem 4.2, for the method TT2, we have

the following local error estimate on the discrete charge conservation law
h
XN�1

l¼0

Qeðz1l Þ � Qeðz0l Þ
� ������

����� 6 Csðs2 þ h2Þ ð4:13Þ� � � �

for sufficiently small s and h, where QeðzilÞ ¼

zilþzilþ1

2

T zilþzilþ1

2
for i = 0, 1, and the constant C is independent of

s and h.

Theorem 4.7. [9] Under the assumptions of Theorem 4.6, for T > 0, there exists a s0 > 0 and an h0 > 0, such

that for s < s0 and h < h0, the global error of the discrete charge conservation law for the TT2 method satisfies
h
XN�1

l¼0

Qeðznl Þ � Qeðz0l Þ
� ������

����� 6 Cðs2 þ h2Þ uniformly for ns 6 T ; ð4:14Þ
where the constant C is independent of s, h and T.

Theorem 4.8. [9] Under the assumptions of Theorem 4.6, for the method TT2, the error of the local discrete

energy conservation law satisfies
jElej 6 Cshðs2 þ h2Þ ð4:15Þ

for sufficiently small s and h, where the constant C is independent of s and h.

Theorem 4.9. [9] Under the assumptions of Theorem 4.6, for the method TT2, the error of total discrete

energy conservation law satisfies
jEtej 6 Csðs2 þ h2Þ ð4:16Þ

for sufficiently small s and h, where the constant C is independent of s and h.

Theorem 4.10. [9] Under the assumptions of Theorem 4.6, for T > 0, there exists a s0 > 0 and an h0 > 0, such

that for s < s0 and h < h0, the global error of the discrete total energy conservation law for the TT2 method

satisfies
j Ed
L

� �n � Ed
L

� �0j 6 Cðs2 þ h2Þ uniformly for ns 6 T ; ð4:17Þ
where the constant C is independent of s, h and T.

Theorem 4.11. [9] Under the assumptions of Theorem 4.6, for the method TT2, the error of local discrete

momentum conservation law satisfies
jMlej 6 Cshðs2 þ h2Þ ð4:18Þ

for sufficiently small s and h, where the constant C is independent of s and h.
5. Numerical investigation

Based on the theoretical results in the previous section, numerical experiments presented in this section
reveal numerical characters of MSRK methods applied to the nonlinear Dirac equations. Without loss of
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generality, we take the constants m = 1 and k ¼ 1
2
in (1.3). In this case, the nonlinear Dirac equation (1.3)

has the following theoretical solitary wave solution
Fig. 1.
is the
wsðx; tÞ ¼ ðMðxÞ; iNðxÞÞTe�iKt; ð5:1Þ

where:
MðxÞ ¼ ð2ð1� K2ÞÞ1=2ð1þ KÞ1=2 coshðð1�K2Þ1=2xÞ
1þK coshð2ð1�K2Þ1=2xÞ

;

NðxÞ ¼ ð2ð1� K2ÞÞ1=2ð1� KÞ1=2 sinhðð1�K2Þ1=2xÞ
1þK coshð2ð1�K2Þ1=2xÞ

8><
>:
with the frequency K = 0.75.
We discretize the nonlinear Dirac equation (1.3) by the MSRK method with r = 1 and s = 1, this is an

implicit second-order MSRK method (in short, denoted by MM2), which is equivalent to the central box
scheme in [4,7,8,11,12]
M
ðziþ1

lþ1=2 � zilþ1=2Þ
s

þ K
ðziþ1=2

lþ1 � ziþ1=2
l Þ

h
¼ rzSðziþ1=2

lþ1=2Þ; ð5:2Þ
where i and l are indices of the time step and the space step, respectively, and:
zilþ1=2 ¼ ðzilþ1 þ zilÞ=2; ziþ1
lþ1=2 ¼ ðziþ1

lþ1 þ ziþ1
l Þ=2; ziþ1=2

l ¼ ðziþ1
l þ zilÞ=2;

ziþ1=2
lþ1 ¼ ðziþ1

lþ1 þ zilþ1Þ=2; ziþ1=2
lþ1=2 ¼ ðziþ1

lþ1 þ zilþ1 þ ziþ1
l þ zilÞ=4.
The four numerical solitary wave functions obtained by using MM2, the left-top one is the first component p1(x,t), the right-top
second component q1(x,t) and the bottom list the third and fourth component p2(x,t) and q2(x,t), respectively.
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Since ws(x,t) is exponentially small away from x = 0, in numerical implementation we take periodic
boundary conditions w(�L,t) = w(L,t) with L = 24, and make use of the exact initial conditions:
/1ðxÞ ¼ MðxÞ;
/2ðxÞ ¼ iNðxÞ.

	
ð5:3Þ
First, we take the spatial step h = 0.3, the time step s = 0.05, and the time interval is [0,100]. Next, We
change the steps or the time interval to check our theoretical results. The fixed point iteration method is
utilized to solve the nonlinear algebraic systems generated by the numerical scheme, each iteration will
terminate when the maximum absolute error of the adjacent two iterative values is less than 10�15.

For the purpose of numerical comparisons, we apply an implicit second-order non-multi-symplectic
method, the trapezoidal scheme in time and space, respectively (in short, denoted by TT2), to the nonlinear
Dirac equations. The TT2 is obtained by means of substituting
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Fig. 2. The maximum errors of the discrete local energy: MM2 (top); TT2 (bottom).
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rzSðziþ1
lþ1Þ þ rzSðziþ1

l Þ þ rzSðzilþ1Þ þ rzSðzilÞ
4

for the right side of (5.2). All numerical comparisons between MM2 and TT2 are processed in the same
numerical conditions.

Fig. 1 shows the numerical result of the spinorial wave function obtained by using MM2. The spatial
interval given in the figure is [�30,30] that makes the lower half parts of waves observable. (5.1) tells us
that the spinorial wave function is periodic in time, and its period is 2p/K. Consequently, the time inter-
val [0,100] adopted in the numerical computation contains almost 12 periods, the plots in Fig. 1 show the
periodic behavior almost perfectly, the asymptotic behavior of the waves as x ! ±1 comports with
(5.1). The results of numerical simulation with TT2 are as good as ones with MM2. Especially, MM2
and TT2 have no differences in the cost and the accuracy of numerical computation of solitary waves.
We do not plot four figures of numerical results obtained by using the TT2 scheme any more
accordingly.
0 10 20 30 40 50 60 70 80 90 1001.09

1.1

1.11

1.12

1.13

1.14

1.15

1.16

1.17

1.18

1.19
x 10–4

 time

0 10 20 30 40 50 60 70 80 90 100
2.4

2.45

2.5

2.55

2.6

2.65

2.7 x 10–4

 time

Fig. 3. The maximum errors of the discrete local momentum: MM2 (top); TT2 (bottom).
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Because the MSRK methods applied to the nonlinear Dirac equation cannot preserve the energy con-
servation law exactly, it is important to investigate the error of the energy conservation law. Now we make
use of
ðE�
leÞ

i
l ¼

Xs

m¼1

~bm
ðEðziþ1

l;m Þ � Eðzil;mÞÞ
s

þ
Xr

k¼1

bk
ðF ðzi;klþ1Þ � F ðzi;kl ÞÞ

h

to denote the error of the ECL, which is the general form of (4.7) in the rectangle
ððxl; tiÞ; ðxlþ1; tiÞ; ðxlþ1; tiþ1Þ; ðxl; tiþ1ÞÞ.

ðE�

leÞ
i
l does not mean the local error at the mesh point (xl,ti), since E

�
le is derived from the local integration

Ele, and the local integration domain is the rectangle. For the MM2 scheme, ðE�
leÞ

i
l is the local error in (xl+1/2,

ti+1/2), the explicit formula (see [4,11,12]) is
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Fig. 4. The global errors of the discrete total energy: MM2 (top); TT2 (bottom).
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ðE�
leÞ

iþ1=2
lþ1=2 ¼

1

s
Sðziþ1

lþ1=2Þ �
1

2
ðziþ1

lþ1=2Þ
TK

ziþ1
lþ1 � ziþ1

l

h

� �
� Sðzilþ1=2Þ �

1

2
ðzilþ1=2Þ

TK
zilþ1 � zil

h

� �
 �

þ 1

h
ðziþ1=2

lþ1 ÞTK
ziþ1
lþ1 � zilþ1

s
� ðziþ1=2

l ÞTK ziþ1
l � zil

s


 �
;

where notations are the same as ones in (5.2). Similarly, the error ðM�
leÞ

i
l of MCL can be defined.

For TT2, in both ECL and MCL, we make use of ðSðzilþ1Þ þ SðzilÞÞ=2 and ðSðziþ1
l Þ þ SðzilÞÞ=2 to substitute

Sðzilþ1=2Þ and Sðziþ1=2
l Þ, respectively. For the above each scheme, it is easy to verify that ðE�

leÞ
i
l ¼ ðEleÞil=ðshÞ

and ðM�
leÞ

i
l ¼ ðMleÞil=ðshÞ. According to Theorems 4.2 and 4.5, we have
jðE�
leÞ

i
lj 6 Cs2 and jðM�

leÞ
i
lj 6 Ch2; ð5:4Þ
respectively, for applying MM2. Similarly, from Theorems 4.8 and 4.11, it follows that
jðE�
leÞ

i
lj 6 Cðs2 þ h2Þ and jðM�

leÞ
i
lj 6 Cðs2 þ h2Þ; ð5:5Þ
respectively, for applying TT2.
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Fig. 5. The global errors of the discrete total momentum: MM2 (top); TT2 (bottom).
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For each i, let max06l<N jðE�
leÞ

i
lj and max06l<N jðM�

leÞ
i
lj denote the maximum errors of the energy con-

servation law and the momentum conservation law, respectively. Fig. 2 exhibits the variation of
max06l<N jðE�

leÞ
i
lj in the time interval [0,100], and shows that MM2 and TT2 have about the same

numerical behaviors in the numerical preservation of the local energy conservation law, in fact, the
energy error of MM2 is in the scale of 10�6, one of TT2 in the scale of 10�5. The stability of
MM2 and TT2 with respect to the local energy conservation law is verified numerically.

Fig. 3 shows the variation of max06l<N jðM�
leÞ

i
lj in the time interval [0,100], and reveals that the

difference between MM2 and TT2 in the error variation of the local momentum is not remarkable
large, the error value with MM2 is about 1/2 of one with TT2. The oscillation curves in Fig. 3 shows
numerically that MM2 and TT2 are stable in the sense of the local momentum conservation law. The
numerical results in Figs. 2 and 3 are consistent with Theorems 4.2 and 4.3, respectively.
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Fig. 6. The global errors of the discrete charge: MM2 (top); TT2 (bottom).
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Fig. 4 exhibits the global error of the total energy (4.4), here ðEd
LÞ

i � ðEd
LÞ

0 denotes the global error of
the total energy. ðId

LÞ
i � ðId

LÞ
0 denotes the global error of the total momentum (4.5), which is pictured

in Fig. 5. Fig. 4 shows that the global error ðEd
LÞ

i � ðEd
LÞ

0 of the total energy obtained by using MM2 is
not different from one obtained by using TT2, the numerical efficiency of the two methods is much the
same, they produce the global error of total energy in the same magnitude. In the numerical simulation
of total energy by using MM2, in the interval [0,25] the global error is in the scale of Oð10�7Þ. This
means that the MM2 scheme preserves the total energy so well. It is out of our expectation that, in
the interval [25,40], the global error has a sharp change, it reaches in the magnitude of Oð10�5Þ, and
in the interval [40,100], the error changes more and more slowly. This numerical result motivates us
to study theoretically the accumulation of ðEd

LÞ
i � ðEd

LÞ
0 in the application of MSRK methods to the

Dirac equation.
Fig. 5 shows that the total momentum are conserved within roundoff errors of the computer not

only by MM2, but also by TT2. ðId
LÞ

i � ðId
LÞ

0 is controlled in the scale of 10�15 by both of the
two methods. The total momentum is a quadratic invariant which is different from that considered
for ODEs, and it is in an integration form and the integrated function contains the terms of derivatives.
The discrete invariance of the total momentum, under the discretizations of MM2 and TT2, is charac-
terized numerically. The numerical results imply that both of two methods preserves the total momen-
tum of the equation exactly. The corresponding theoretical discussion to this numerical phenomenon is
proposed in [9].

Let Qi � Q0 denote the global error of the charge conservation law (CCL). Fig. 6 shows the global
errors of CCL produced by both of the two schemes in the time interval [0,100]. The top graph in the
figure shows that the discrete charge is conserved within roundoff errors of the computer by means of
MM2, however, the global errors Qi � Q0 produced by using TT2 are in the scale of Oð10�4Þ. From the
error estimates of the energy and momentum, we find that the remarkable advantage of MSRK methods

is the precise preservation of charge conservation law. In Fig. 7, we exhibit the evolution of the global
error of charge conservation law in a longer time interval [0,5000] by means of the numerical imple-
mentation of MM2. In the time interval, the discrete charge conservation law is preserved in the scale
of Oð10�13Þ, almost the roundoff of the computer; comparing with the top graph in Fig. 6, there is a
very small error accumulation in such long calculation. The numerical results of the discrete charge
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Fig. 7. The global error of the discrete charge in time interval [0,5000] obtained by using MM2.
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conservation law in Figs. 6 and 7 reveal that, in the preservation of charge, MM2 is superior to TT2.
The above numerical phenomena reveal that the superiority of MSRK methods is not only on the con-
servation of multi-symplectic geometric structure, but also on the preservation of some crucial conser-
vative properties in quantum physics.

Now let us look at the rest of figures. Fig. 8 displays the maximum global errors of the wave function,
here we make use of
max
06l6N

maxðjðp1Þ
i
l � p1ðxl; tiÞj; jðq1Þ

i
l � q1ðxl; tiÞj; jðp2Þ

i
l � p2ðxl; tiÞj; jðq2Þ

i
l � q2ðxl; tiÞjÞ

� �

to denote the maximum global error of the wave function, where ðp1Þ

i
l is the numerical solution of the first

component p1(x,t) at (xl,ti), and p1(xl,ti) is the value of the function p1 at (xl,ti). The two graphs in Fig. 8
shows that the maximum global errors obtained by using MM2 and TT2, respectively, are in reasonable
oscillation and in normal linear growth.
0 10 20 30 40 50 60 70 80 90 1000

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

 time

0 10 20 30 40 50 60 70 80 90 1000

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

 time

Fig. 8. The maximum global errors of the wave function: MM2 (top); TT2 (bottom).
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Fig. 9. The maximum errors of ECL and MCL obtained by using MM2 with different spatial and temporal stepsizes: (a) ECL, h = 0.3
and s = 0.1; (b) ECL, h = 0.3 and s = 0.2; (c) ECL, h = 0.3 and s = 0.025; (d) MCL, h = 0.15 and s = 0.05; (e) MCL, h = 0.3 and
s = 0.1; (f) MCL, h = 0.6 and s = 0.1.
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Figs. 1–8 are obtained by taking h = 0.3 and s = 0.05. In Figs. 9–12, we take different stepsizes to numer-
ically verify theoretical results on the error estimates, presented in Section 4.

Fig. 9 shows the maximum errors of ECL ((a), (b) and (c)) and MCL ((d), (e) and (f)) obtained by taking
different stepsizes. It is observed that numerical results are consistent with theoretical ones in Section 4.2.

Fig. 10 shows the global errors of the discrete total energy by making use of MM2 with fixed spatial
stepsize h = 0.3 and different temporal sizes. The numerical result coincides with the corresponding one
on the error estimate in Section 4.2. Fig. 11 shows the evolution of the maximum errors of ECL and
MCL by TT2 with different stepsizes. Fig. 12 exhibits the global errors of the charge and the total energy
obtained by TT2. Numerical experiments show the match between numerical results and theoretical ones in
Section 4.
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Fig. 11. The maximum errors of ECL and MCL obtained by using TT2: h = 0.6 and s = 0.1 (top); h = 0.15 and s = 0.025 (bottom);
ECL (left); MCL (right).
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6. Conclusions

For the Runge–Kutta discretization of the nonlinear Dirac equation, the symplecticity both in time and
space directions implies the multi-symplecticity of the integrator. This result is true for the general multi-
symplectic Hamiltonian PDEs in the form (2.2). Investigating the preservation of charge, energy and
momentum of the nonlinear Dirac equation under the structure-preserving discretization is very important.
Our conclusions are listed as follows:

� Theorems 4.2 and 4.3 imply that for a MSRK method applied to the nonlinear Dirac equations under
appropriate conditions, there exists a constant C > 0 such that for sufficient small s and h, we have
jEle þMlej 6 Cshðs2 þ h2Þ; ð6:1Þ

which reflects the local symmetry of energy and momentum under the discretization of MSRK
method (3.3). The superposition of error curves in Figs. 2 and 3 verifies numerically the local sym-
metry (6.1).
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Fig. 12. The global errors of the discrete charge and the total energy obtained by using TT2: h = 0.6 and s = 0.1 (top); h = 0.15 and
s = 0.025 (bottom); the discrete charge (left); the discrete total energy (right).
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� Numerical experiments exhibit that the MSRK methods applied to the nonlinear Dirac equations are
stable in the sense of energy, momentum and charge, in particular, they preserve exactly the conservation
laws of momentum and charge in the sense of corresponding discretization. Numerical results motivate
us to study theoretically the accumulation of ðEd

LÞ
i � ðEd

LÞ
0 in the application of MSRK methods to the

numerical computation of relativistic quantum physics.
� In the numerical comparisons, it is shown that MM2 has the same efficiency as TT2 on the numerical
simulation of solitary waves and the preservation of the conservation laws of energy and momentum,
and it is superior to TT2 on the preservation of the charge conservation law which is a crucial conser-
vative property in quantum physics. This implies that MSRK methods preserve not only the inner symme-

try, the multi-symplectic geometric structure, but also some crucial conservative properties in the relativistic

quantum physics.

Numerical results in Section 5 comport with theoretical ones in Section 4, and infer that MSRK methods
applied to the nonlinear Dirac equations should preserve exactly the conservation law of global momen-
tum. Numerical experiments elicit a further theoretical investigation in numerical mathematics, thus our
work is just at the beginning.
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